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OPTIMUM THEORETICAL STRUCTURES OF SONAR SYSTEMS
EMPLOYING SPATIALLY-DISTRIBUTED RECEIVING ELEMENTS

By

F. Bryn

ABSTRACT

The paper reviews the structure of optimum active sonar systems
employing spatially distributed receiving elements. The systems
considered operate in the presence of a time-variable noise field
and in a randomly-varying transmission medium. The required
signal-processing operations can be divided into two groups, one
depending dpon the noise characteristics and the other upon the
signal characteristics. The noise-dependent processor is studied
with special emphasis on structures that can adapt themselves to a
time-varying noise field. The signal-dependent processor is
derived for some simple types of random signal distortion. The
signal characteristics required for the instrumentation of such
processors are related to the impulse response of the target-medium

combination.
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1. INTRODUCTION

The task of an active or passive scnar system is gen:rally to survey a
finite oczan area in the sens= of detzcting and locating submarinzs

moving into the area. The task involves two ocoerations: the acquisition
of target information from the acoustic fizld, and thz making of

decisions about the target situation based upon the acguired informaticn.
See Fig. 1. In this paper we shall amalyse ths oparation of an active
system. The passive systam differs mainly in the typc of signals to b2
detacted., The sonar rzcziver is shown in Fig. 2. t consists of a
sensing device usually referred to as the hydroghonz array, an information
proczssing dévice, and a decision device. With ths sensing d=svice we
carry out measurements on the random acoustic fizld in th= ocean for the
purpase cof detecting acoustic eche signals r=flsctsd From'tar_ets

within thz surveyed ocean arcea. The information grocessing desvicz rouczs

the measurcments to a& form regquired by the decision process.

In this paper we will describes thes optimum structure of active sonar
systems. e begin with a study of thz 2nsemble of recceivsd sche signals
and indicate how this is related to the randomnzss of thz transmission
medium and the targets. '/e gfrocesd with a survzy of th2 elements of
decision theory, and ~oint ocut how the optimum structure of tha processing

device can be deduced from the charactoris<ics of thz input measuromants.

In many practical situations we find that the description of thc optimum
system dependé on parametoers which sxhibit random variations in time.

Detection systams which msasurs or estimate the true values of one or
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mores random parameters and adjust the structurs of the processor in
accordance with the estimates, are referred to as adaptive systems. A
considerable part cf this caoer is allocated toc a rsvisw of tichniguss

of adagtion tc time-variable gaussian ambiznt noiszs fizlds.

The signal dependent part of the signal processor is studied in

Chapter 5, As is well known the specific structure of the processor
can only be found for some few types of received signal characteristics.
We study this structurs for the small signal situation and for the casz
of signals composed of gaussian amplitude parturbations on some mean
signal, The signal informaticn required to specify thase processors is
discussed and related to the target-medium filters introduced in

Chapter 2.

2. SONAR SIGHALS

In a situation involving survzillance of sutmarinz motion within an
ocean area by a sonar sy'stem, the ultimate infcrmation required from the
system must rslate fo the movements cof targets ﬁithin the surveyed area.
The most important information concerning zach target is its position
and velocity relative to the sonar system as functions of time. Relative
position is described in terms of range R, bearing ¢ and depth d
whereas relative velocity is described in terms of rz=lative radial
velocity v and targst asp=sct angle ¢ . Target parametcrs ars referred
to a point whjch is fixed relative to thz sonar system, =2.3. cnz'of the
hydrophones in the receiving array. The paramztsrs will gznerally take

on differant values as we move over the aperture of the receiving array.




b

It is in fact this variation which snables us to m=asure target bearing

and aspect angle.

With an active sonar system the desired target informaticn can be
estimatad from the temporal and spatial structure of the received echo
signals, Thus range is determined frocm the absolute delay between a sonar
transmission and the received 2cho signal wherezas bearing is determined
from thes relative arrival times of =achoss on ths hydrophonss of the
receiving array. Relative radial velocity is determined by the change
of timescals of the echo signals from that of the transmitted signal and
aspect angle is determined from combined measurements of range and
bearing of the individual scatterers of the target. (A system with high
bearing and range resolution capabilities is required for such
mzasursments.) Finally, target depth may be estimated from the vertical
direction of incidsence of the =echo signal or in some situaticns frcom chz

multipath structur=s of the echo signals.

The number of parameters that influencez the temporal and spatial structurs
of echo signals are much greater than the five mentioned above. Some of
thesz are associated with the targets =.g. its orientation, dimensicns and
raflecting properties, and some are associated with the acoustic tranc-
mission properties of the ocean e.g. the refracting and scattzsring
orocerties of the ocean volumz and the reflecting properties of the ocsan
boundaries., ‘e know also that some of these paramsters are non-random
while others are random timevariable quantities. The group of targst
parameters which we wish to determine by our sonar system will be
consider=d to be the elements of a target parameter vector a . The

remaining parametars which influence the echo signals will be considzrad
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to b2 zlements of a random vector ; « Although all the =lsments of =
may not be truly random in naturs they will b2 considered to bz 30 Frcm
the point of view of the sonar receiver which must bz optimum on the
average against thsse unknown carameters. The upper diagram of fig. 3
illustrates thes important fact that there are several possible =cho
signals ES ( 3) for each value of 3. In the remaining sart of this
chapter we shall introduce the concept of target impulse responses and
show how these can be used to relats the target parameter vector 3

- =
tc a family of raceived echo signals s (a]).

L=t thzarc be A hydrothenzs in our recsiving array and let

h (t tg, -3), i =1, 2eeees A, ba th2 echo 3ignal received at

q . - .
time t_ on ths i'th hydrozhons from a target with parameters o in

responss to an imoulse amitted from the transmitter at time tl (ﬂeF. 1 )
Je nots that 3 expresses the target param=ters at ths momant ths impulss
impingss on th= targst. ‘'/han measuring hi (t1, t2' 3 ) we introduce

t2 = t1 + 7 and study the= variations with T for fixed values of t1.
However, when used in ccnvolution integrals to find the signal racceivad
on the 1i'th hydrcchone at time t2 in responsz to a transmittzd

signal s(t) we introduce £, = t2 - ~ and consider it as a function
cf ~ for fixed valuss of t2. This lattzer attitude will be maintainzd

throughout this chaptsr. For convznisncz we shall write t2 = t,

t1 =t -7 , and hi (t - «, t, 3 ) = hi ( T By a). As a function

of T ws assume hy ( v, t, 2 ) to be the echo signal as seen through

the input bandwidth 3 of the sonar system. As a function of time ¢,

it is assumed to be a stationary random function of bandwidth ««B., It

LT

reflects the randomness residing in the target and the transmission

medium, The s=2t of impouls2 resconses reczivzd on the A hydrochsnes

o Al A




will be represented by the vector valued function

-» r
R{ =& 3)=1h (=, 8 8] i=1, 2.0 A (E3.1)

The echo signals recsiv=d from the target in response to a transmittasd
sonar signal s(t) can now be found by convolving s{t) with the
individual impulse responses. The set of received signals will be

expressed by the vactor valusd function

r B - =
g (t, ﬁ ) = bSi (t’ hi) _|, o C 1, 2..- "\' (::‘ 2)

h]

- -» - -

where we havz written h for h ( T, t, a ), h, for h, ( =, t a)
-

where Sy (&, hi; is obtained by convolving s{t) with hi (*, ¢ a

s, (8, h)=s{e) *h (.5 3l (= 8

A simple diagram illustrating the formation of sy (t, hi) from s(t)

is shown in fig. 3a. For subsequent discussions we shall find it
convenient to change sasch h, L a) into two parallel connected
filters 95 (-, t,-a } and ry (r, t, a ) as shown in fig. 3k. The
set of functions exprassed by

- - -
g(f,t.a)=[gi('f,t. a ) &= 1 2o s 5| | [Ec.3)

describe the average impulse responses of the target-medium combination
as seen on tha various hydrophones. Thus gi ( T, t, a ) is the
average signal received on the 1'th hydrophone at time t ‘from the

ensamble of targ=zt-medium combinations corresnonding to a narameter ‘
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- . . .
vector 2 in respons2 to a unit impulse emittzd From the transmitter at

time t - « , The set of random filters described by
> - i ;
r( T, t o4 ) =t_ri( T t' a )]! 1=1' 2ase A, (Eq-5)

incorporate the effects of all parametcrs not containad in 3 .« The

outout functions are expressed by the vector valued function

-+ -»
whzre we have written r for r (g e

and whare
S (tva-r‘i)=5(t)*[gi(-r.t, a)+ri(Tvtv G.)—\ (5307)

Figure 4 illustrates the shage of - (e, t, a) and ry (s )
as functions of ¢ for constant t. The example refers to a linear

receiving array, an extended targst and a multipath transmission mzdium,

It was statad in the introduction that decisions about the target
situation were to be based upon measursments on the acoustic field
propagating to the receiver. In the following we shall consider a
"measursment” to be some approximate finite-dimensional representation
of the acoustic pressure signals received on the hydroohones of the
receiving array during one ping inferval TU i.e. the interval betwsen
two transmissions. We shall be specific in our choice of representation
and consider a measurement to be the amplitude values obtainzd by

sampling thz= acoustic pressure signals r=czived on the hydrophones of the

10
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receiving array at a rate of 2B samples per second where B is the
bandwidth of the sonar signals. ‘e assume for simplicity that the
spectra of the sonar signals havs becen shiftzd down into a lowpass
band of width 3., The dimensiocn of a measurament is therafore

K = 2-A-B-TU and the dimension of an =2cho signal vector 2-A-B-Ts
whars TS is the total longth of the signal. The sample valuas of a
mzasurcment arrangz2d in a suitables seguence form the =lements of a
mzasurament vactor : . Aleying our sampling schame to the signals

RN I T . ] : . > 9
s (5, 2, r ) of 2juation 35 we obtain the random signal vector s ( a ).

: - ; " .
For a givin > the signal vactor 2xhibits random fluctuations from one

ping interva. to the n2xt. Tha fluctuaticns ars caused by variations in

2

+
r=rft,%t 2,

thz random r2srense functicons exprossed by
In lator chapters iz sill z2 convzeniort o let th2 dimensicn of the
signal vector be equal to that -f *h- measurement vector. We achieve
this by assuming the signal vector to have one 2lement for eacn sampling
point in TO. Elements corrzsponding to samnole points outside the

signal intsrvals are zerc.

3. ELELENTS COF DECISIC! 3Y3TIWVS

The tasic of the dzecision unit of Fig. 2 is to decidz which targsts,

if any, are coressnt in the survaysd area. Targsts are identified by

13

. -+ -
thiir zaramatzr vzicters a2 . Decisions ars made at the end of zach .
. . -» .
ping interval and are tassd upon the mzasursmznt x  received in the
R .
corrasponding cing intcrval., Th2 vector x  contains a noise componoent

-’
'n comzrizing all undzsired signals acpearing at thz hydroghone ocutput

12




terminals including system circuit nois=2 reforred to the hydrochona
terminals. The princical components of R ~ill be ambient noise,
revarberations and in some cases flow and cavitation noize. If a
target with paramzter vector 3 is present a corresponding random

signal vector ; ('3) is embadded in thz noise n. ‘Ye shall ma-2
th2 simplifying assumption that diffzrent valucs of a are mutually
exclusive i.2. at most one target can be present in tho surveyad area
in any one ping interval. This assumption does not altsr tho basic
h ) structure of the signal processing device of the sonar receivzr. e
shall furthermore assume that values of Q occurring in consecutive
ping intervals are statistically indspendent. This is not strictly
true sincz the limited spsed and manouvring capabilitizs of r=al

I q -
targets introduce dependznecz bztwazn successive g0 valuss.

Jacision grocesses ars geonesrally cof twe kinds: detsction orocsssss,
which d=2cide whathar any signal among the possible signals is
arzsznt, and estimation processes, which dscide which signal or
signals ares considered to be present when a detection has bezn madc.
It may b2 shown that two types of inout information are reguirsd

for :ither of ths two creccusses. Cne i3 the conditional prebability

. 4 . R .

gensity  p (a/ x ) expressing ths probability of the various

» -+ P
targ=st vsctors 4 aftsr ths measurement <  has besn acguirsd,

For the detzction arocess we also require the postzrior -robability
p ( 0O/ N } of ths signal-absent situation. /e obtain this from
equation 10 by inserting a = 0, The other input toc the dzoecision
device is a cost function expressing the quality of decisicns. The

cost function is generated by the user cf th2 system and may vary




with time, In this cazer sz snz2ll only be intarosted in ths functicn

-+ -
o] ( a / X ) which expressss the information we need fcr ths decision

...
proczss from the measurzments x . We shall procced to study this
function in some deotail and shall find that we are usually only able tc

gen:rate an approximation to it. Figure 5 illustrates the relations
k

4 o ) N _
etwezn ths ¢, s ( ol ), and x spaces. The transitions from th:
+ 4 9
a~space to the s ( « )-space are governed by the probability

I S
density function p [s (i@ )/ @ ] which reflects the statistics of thez

. R - -» -+ N
random response functions described by r =r (r, t, o | of
-, -
eguation 3, The transitions from the s ( Q)-space to th2 x=-spacs is

- 4,
governad by the probability density function p Lx /s (a) J which

3 - > -‘ ~ » »
depends upon the statistics of the noise n . 3ince thz2 noisz is

(3. 8)

-3
whare P, ( n) is the probability density function of the nois= n .
-+
The probability dansity function p ( x /a2 ) governing the transition

-» -
from the @-space to the i« -spacz can now be writtcn

fEs. =)

- .
whare the intzgral is ovar ths entire s (g,}-spacs. Agplying thsz
Bay=3 Thenrem we obtain the desired function

-*
X

Sl p(2)p (X/3) (23, 10)

<)

\
;=

a
—
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_’
gincz p ( x ) is a constant for a given measurazment wz shall writs

- -1
p ( X ) =C
and
: -+ o -+ I
p{a/x)=Cep(a)-nlx/a) (Eg. 11)

where C 1s such that the intcgral of 2 ( ;/ ;.) wera.t 3 equals onz.
The function p {3 ) is the probability dsnsity function of 2 orior to
the measurement '§ . It has freguently bsen argued that the funztion

o} ( 3) is difficult to defin= or devoid of rhysical meaning. .= shall
herc tace the attitud= that the form of ¢ (3 ), whether of the minimax
tynz, constént probability typs or otherwise, must be chaosen 2y ths
system user in accordance with the situation h= believzs himsolf tc b2
in. Presumably the system user is the best scurcs of pricr arobabiliti:zs;
hz is in any case thz only one availablz. The function 2 ( 2 / I)
occurring in equation 1C is the one we wish to obtain from th= crocczssing
unit of the sonar receiver in fig. 2. This functicn will be th:s

princizal theme of Chaptars 1 and 3.

we remark at this point that zquatiom i1 may b2 extandsd to e situaticn

in which it is desired to make Jdecisions paszd cn a s:23u2ncz cf m
. -+ -+
conszcutivz measurements x_,, X

i.z., =0 situiations in which iz

L] - x
1" 72 ' m
. : : , -
is desirzd to take into account tho statisticzl dependencz boetwsan 2

valuzs obtainad from a targzt in m censecutive cing incirvals.

16
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4., ADAPTIVE PROCESSING

The structure of the signal processing device of a datesction system
will often depend upon on2 or more paramseters characterizing:the

input sic~ai:. If one such carameter is <nown to sxhibit random
variaticns wsith time, the structure of the proczssor can be arrived at
in two ways. If the variations are stationary in nature and their
statistical properties are known we can chooss that processor which
gives the besst average performance. Alternatively we may carry out
measurements in order toc =stimats the true value of the parameter and
adjust the structure of the processor in accordancs with the e2stimate.
This tachnigue reducss the uncertainty sbout thz unknown paramater and
imprevzs thz system ossrformancz. Thz lattzr tyn: of orocessor is
rafzrr:d tc as an adartivz sSrocesssor. In this chastar w2 shall study

~rccsissers shich adapt to a randecmly varying neisz field,

It was pointzd out in the previocus section that ths information rzjuired
N -» . .
for thz decision process from the measurements x was contained in the
- * .‘ » I3 [} .
function p ( x / a) of sguation 9. The discussion about adaptive
systems will relace toc the structurs of the orocessing dzvics from
5
which p { x /@ ) is obtained. 'e reproduce squaticn 9

5

(/D) =) e (X2 e () /2] aR (Y

and recall that the function ;3[} / 3 (a) ] undsr the integral sign
is determinsd by the probability density function of the noise vector
-+ + 7 A
P in accordance with equation 8, and that p ('3 (a) /a.] reflorts
[

th= statistical propzartizs of the targsts and tho Lransmission medium.

17
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Thus Lo obtain p ( X /a,) we require a noisc-degcendent processing

- -

device to evaluate p| x /3 (q)] for each 3 (a) and an averaging
.+ -

device depending upon p[:s (a) /a ]. These are shown in fig. 5. Ve

shall proceed to study the ncises-depsndent processsor and shall lcavs cthe

discussion of the averaging dsvicz to section 5.

Thz discussion will proceed under the assumption that the noiss is
gaussian, f;is implies that the noise-dependent orocessof depends cnly
upon the second order statistical properties of the noise ficld. ‘le
remark that a geuss. n-equivalent suboptimal system may be defined from
the second order statistics of any non-gaussian noise fizld. Under the

. - . . . . .
gaussian hypothesis the noise vector n is a K-dimensional gaussian

random variable with probability density function (Ref. 5§ Chap. 24)

- K
-+ 2 S »t 2 o
P (n)=(2m) . (Det w) .exp-%n .3 .n (Ez. 12)

—-» q .
where n 1is the noise column vector with elements ni, i=1, 2... K,

+ -+
n 1is ths transposz of n,
5
@ =M is the inverse mcment matrisx,
-» - - r
M =| m. ] is the moment matrix of n with m ,Z =% Ln,-n,] ;
Lid 1] 2L
- -
Det M = the detsrminant of M
- -+
Ye note at this point that the matrices 1 and 3 are real and
4 ¢t - +t
symmetrical such that M =M and o = 4 . By =quation 8 we are

now able to write

18
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o[X72(2) - (27) 2L (et M Fewp - 3 (X - 253 (R - )
=D , exp (;t . : ..3 = %ﬁgt .: . 53 (eg. 13)
whers
D_ = (2Tr)_ 2 . (et W) T 5 x

and where for simpiicity we have written & for a (). Fig. ?

iliustrates the formation of the expconent

(Eq. 1)

of 23uation 13. In many practical situations thz elaments of the matrix

3 = (qij ]will axhibit random variations with time. A system which I
xzens track cf tha elaments qij and adjusts the processors F1 and f 4
F9 of Fig. 7 in accordance with their valuzs is the adaptivz system 3
w2 are seeking., For reasons which will become clzar later we shall

rafer to this as a rzgression typs systoem, 32fore we study this in
detail similar adaptive systoms bassd uoon second order ncoise

statistics will be raviewsd bri=sfly,

Three types of signal filters applicabls to dstection and sxtraction
systems have received much attention in recent years. They are
(1

)
(2) the minimum signal distortion or Viemer filter (Raf. 3 ) and

the maximum signal-to-noise ratio filtar (Ref. 11 )

(3) the regression type filter (Ref. 2 ).

20

A e ——— e ——— e




_ﬁ ﬁwvm\& d ONv 2 H0J HOSS3OHMd wNaIs ¢ *Otd

N\—‘ 1
s
y 2
L

777
7

; (2)S5=5

uag

[[22) 5 /] \\ —

|eljuauodx3

Z 'dx3




When used to detect mcnochromatic signals the spatial filtering
propertiss of thzse filtars have boen shown to be identical (Ref. 5 ).
Their temporal filtering properties are, howsver, diffsrent, as arz also
their areas of application. In principles thz threz filtar typas can
operate in an adaptive mode. An adantive "maximum signal-to-noise razic”
filter has besn describsd by Shor (Ref. 12 ) and an adaptive Wiener filter
by ‘widrow et al (Raf.13 ). This lasf articls is the principal refzerencs
of this chapter. The adaptive technisuz suggoested for the regression

filtzr to be prosent2d is taken directly From chs wor: of .icrow szt al.

In crdz=r to excos2 tho saliont f:aturas of thz adaptive ragrzssion
system and avoid undue compexity we shall assume that the sonar systoem is
amtient noise limited and that the variations in g, arz small ovar cnz

13
intzrval T_.. Tho reverberation fizld associatzd with a moving sonar

a
platform is considsred to =vhibit too rapid variaticns to be amenakls to
adaptive techniguas, For a statiocnary rplatform th2 roverbaration fizld,
although rapidly varying within each 2ing intzrval, may 2xhisit slow
variations from onz cing intzrval to thoe noxt whan valuos as identizal

positicns within the ping intervals arc considzred. Adaptive tschaizucs

may therefore be applizd.

Procaading with the ambicnt-noise-limitad caszs we turn to Tig. B8 which

] 7 -+ A ]
illustratzs a zcmpositz measurement y  consisting of the § measuremont

3

-» -» ,
vectors pracading the vecter x o Thus y  contains the input data
m in

v

P)

received in an interval of length Ty = j'To' YWe shall think of T
as an interval over which 3 remains essentially constant., Providsd
no signals arc pressnt in the m2asurcment ;m and providzd ths

variations in thz slements of thz matris : ars staticaary with “ncun
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e

statistical properties we can obtain a postérior crocatilify dz2nsity
-+ 3 g
function o (@/ g8 } of Q. In principle this should b: uz3d to cbtain

the conditional forward probability function

-+ - ! = -+ -
p{x/3 (2}, V] = p[R/3@EN ] cp @/ 1 (Ea19)

Iy
v

4, 4,
which takes tha place of p [x e ( a)] in eguation 9. In many casss
-

~ 4,
thz statistical prorpertizs of @ are unkncwn such that » ( al/y)
Y

can not bz obtained. ‘e can than chcose to make estimatss of 3 basad

)

. - .
on ths com:zsitz measuromznt vzactor y and use the estimat:ss in

eguation 12 to gonerate z. Th- corrcsgonding processor of Fig. 7 is

-
then adapting to a changing matrix d. /¢ shall study tuo techniguss for

2stinating th2 matrix 3 from the mzasurcments ;. Strictly spszaking
we rojuirs that the ;”5 do not contain any signal comzenznts. Thus,
prior tc sach decision interval (cerresponding to ;; in Fig. 8), =
require a l:zarning ghasz of length Ty in which ths characteristics of
th2 noise field ars assessed. This featurs appezars to be commen to all
noise adapting systems. In rzal sysitzms thz docision intzrval is nushzd
forward along ths time axis an amount T0 at thz be=ginning cof zach ping

interval., Tha2 noise adaption procsss will therefore ~rocosd smoothly un

to ths zoint when a target signal appzars in the rscoived wavzsforms., From

th:n and onwards the adaptive processor will considzr thz targzc signas
as part of the noise field. The extant to shich it will succzsd in
suppressing the signal depends upon the angular wvelocity of the targ:t
relative to the settling tims of the processor. (The sattling timz is
the time rsquired for the adaptive Zrocassor to rasnend to a chang? in

thz ambiznt noiss Field.)

0]
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Th2: first tyne of adaptivz tzchnigus will be touch2d ugon very

lightly. It is thz Jdirzct aporoach of =2stimating 3 through
estimates of the moment matrix ﬁ. Thus nstimates of the =laments

mij of I-A’ arc obtained in each learning intzrval Ty WNASraudon —{3
is obtained through matrix inversion., If the powsr scectra of the
received noise waveforms and the powsr sgectra of the variaticns in ths
moments mij are known it is a simple task to design gocd =stimators
for the moments mij' This techniqﬁe is rather impractical since it
requires a large number of correlators for determination of ths moments
mij and since it involvzs the operation cf matrix inversion,

The szcend type of adaptive tachnigue is baszd uzon thie gradiznt-search
mzthod discussed in As=f, 13 . In order to undzerstand this m=thod it is

Y
necessary to point out certain oropertiss of the matrix J and ths

vector
4 4
v =@ . x with <elements
K ]
vh = E: th 5 x£ ; h=1, 2, «e. K
4=

appearing in the expression for 2z in =squation 14. Ccnsider first the

case of a timz-invariant gaussian noise field with an associated
-+ -
K x K dimensional symmetrical noise moment matrix M with invorse 3.

-
Assuming noise only to be present, i.e. X = n, it may be shown that

-

vr of equation 15 is equal to the residue h of the h'th
1 -
observation element yh in x divided by the variancz < ni > of

this residue (Ref. 5 Chap. 23). Thus

v, = n, 4 <”=}q > R =i 25 Ll d & Sel. M7)
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It is important tc grasp the physical significance of the rssidue n h'
It represents the diffz2rsnce betwsen ths observation slzment xh and

the best linear estimate xh of ;\1 obtainud from -h= remaining

K=-1 eglements of ;<.. Thus

with (Eq. 18)

and whzrs the constants 3h arz ad’‘ustzed to give minimum of the
residue variance < n2h>. (The symbol 4 £ h under the summaticn
sign indicatss summaticn avor all g oxcz2t g = h.) By the gradiznt
search technique the rogressicn coefficiznts Bh{, arc adjusted in
small steps in a systematic way such that the minimum value of « nfh
is approach=d along the -ath of steepest dascent., To ckbtain the
desirad quantities Vh of =quation 17 the rosidues n h thus
obtained must bz divided by estimates of the residue variancs <;n3h>

The gradient-search methed will now be explainzsd in somz detail.

Referring to eguation 18 we shall reprasent thz set of coefficisnts

-
8 e associated with the astimate % by ths vector 3, . Thus

-»

f h

= (8,0 =t () () ek (B0l 19)
- . : - . > .
Since 3 will change with tims we shall write 5h (J) for the
. .
value of 3h in tha J'th 2ing intarval. 3By thz gradisnt-s2arch

Y
tachnizus w2 anzly cthe follcwing recurrance formula to Sh

26




-» . - 2 - _)C\
3h(.]"'1)=6h(j)+k5-7('ﬂh(j)> =9. 20,
where
ks = negative scalar constant controlling ths rate of convergencs
and stability.

) -
2 . < i : ;
V‘<ﬂ’1(J) >= gradient vector of residue variance with respect to B .

In practical situations we do not have access to the true gradient
vectors. Following Ref. 13 we shall use the gradiant of nzh (1)

as estimates for v< n2 {j) > From equation 18 this gradient is
n hLJ

(3)- % (3) | (Eq. 21)

Vﬂh(J)='2’-" .

h

whares i;(j) is the observation vector corrzsponding to ths  j'th
ping interval with the h'th element dsleted. Substituting this
result for the gradient vector of =guation 20 w2 cbtain thz final

recurrence formula

3:, (4+1) = B:, () -2k, on, ()% (1) (Ea. 22)
Widrow =t al show that the estimates ¢ rzh (j) are unbias=d
and that thc 2lements of é;fj*1} - convargs in the mean towards tha
truc recgression coerfficisnts. Figure 9 illustrates the adaptive
formation pf the gquantities Vi of equation 17. The estimate oF'the
residus variance <ni£j):> is a suitably weighted sum of the sguarz of
past values of he The number of terms in the summation depznds on

the rate of variati-n cf thz neisse fizld.
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Un to this point the discussion of the adaptive regression systom has
besn centred upon the residuc of a single element of '; « At a first
glancs it may acneai~ that a seoparats adaption precess must 22
instrumzanted for sach of the K residuzs of the obssrvation

vactor :. Vle shall show, howsver, that ons adagtive orocessor for
e2ach hydroohone channel is sufficient. To see this we change our
point of view slightly and considef the regressicn processor as a
digital filter applied to the samplea input waveforms. Fig. 10
illustrates ths sampl=as belonging toc an observation vector ';
arrangzed in A discr=ta time seriss, one for ceach hydrophons, ‘ie
focus attention on the observation zlement xh which occupies the

cantral position among the samples from the 1i'th hydrophone. Next

we define an adaptive digital filter with weights ShL hv the relaticn

K
1=1
whare
ny, = residue of observation element .
B = ‘1
hh

SP1L , 4 # h, are the variable regrzssion ccafficiznts which arz

-
the =loments of Bh of egquation 19.

Zquation 23 is ottainzd from eguation 16 by introducing q—:h =i-Lk <
The filter defined by squation 23 is the adaptive regression filter
for the waveform from the 1i'th hydrephone. As new samples are )
shifted into the filter successive samples of the residus waveform

from the i'th hydrophonz ars generated at the output.

as




Fig. 10 ILLUSTRATION TO THE FORMATION OF h FROM x
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In changing from the purcsly vsctor-orientzsd regrassion procassdr of
equation 18 to ths Filter-coriented processor associated with
equation 23 ws have imolicitly changed oﬁr ccncapts about ‘the
observations ;. Crizinally the observations w=rs genzarated at thz
rate of ons per To seconds, i.2. one per ping intsrval. For the
Filter-ﬁricnted Processor the observations change by A new samplass
intrcduced and A old samples discaraed in each ping intsrvai. In
order to bring out clzarly the filter point of view we modify the

terminology of sguation 23 as follous

K

n(:‘) ==E 6(12 e Xy o, 1=1,2, 0K (Eq. 24)
4=
whare
n(i) is the output cof the 1'th Filter in the h'th
sampling intesrval,
th is the aobssrvation slement cccuzying position " 4" in

the observation centred on sampling time "h", and
B(i) is the filter weight occupying pesition " 4" among
the filtzr weoights of the i'th filter.

At this point = mantion that in real systoms we shall oxpect that

only a limited number of observation slements in the neightzurkzad

")

|
of sampling time "h" will.have significant influence upon T$;l

The tim= interval embraced by the digital filter response may thon be

considsrably smaller than T0 and the number of filter weights

considsrably smallsr than K.

3
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A bank of regression filters, one for each hydrophonz and zach filtor
followed by a variable gain device which affactively divides the
filter output by an estimate of the output variance, make up ths
complete adaptive regression processor. These are shown in Fig. 11.
The structure of =ach processor is as shown in Fig. 9. Ve note that

a second s2t of identical filters are requirad for the signal-dependent

>t - '
term s . 4 « 5 of equation 14.

Sia THZ SIGNAL DCPENDENT PRCCCZSSCRH

We racall that the information rzgui-ed for thz decisicn proczss
N , ) 2,9
from cach measuremant x was contained in the function p(x /i a]
- .
whers g can vary ovar the set of possible target parameters.

From esquation 9

5
i

D(1/§)=QD[3/-§(&’)}- p[‘s'('&)/z{] . 33 (%)

In the pravicus secticn we studied thz adantivz noisz dzoenzant
nroca2ssor of a noise limited sonar receiver operating in 3 gaussian
ambisnt noise fizld. This proczssor evaluated th2 function

(equations 13 € 17)

apnearing under the integral sigral of -guation €, as a function of

-+,
s ( a). In this section we shall study the structurc of thz signal

32
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dependent processor which evaluates p ( -;: / ;_) when

p[:/;(a)] is as given above and p[ (2) /o.] is known.

-, -
Generally spsas<ing the intsgral exuression far p (( x/ o)
-, -
given above carninot bo developed further except when p [s ( a) /q]
has a simpiz mathomatical form, o.g. 8 multivariats gaussian

crohability density function, or when ©ho exoznent

-t - 2 -+ -t - - , -
z=3 (a).3.x=-2%5 (2).8.3(%q)
: - -» T
in the expression for g [ X / a J 1 almost always small
ccmpared to unity such that che Tirst terms of a gower scrics

-+ - )
cxpansion may be used to represent p [x /3 (a ] . Ule shall
study the structure of the proccssors cbtainco in chose special
cascs and commont upon the tyon of signal stacistics reguired for

thoir rzacizaticn.

-»
We consider first the case vhen 3 (3) ic composed of a
4
nan=random =t LY {a} and en additivs gaussian perturbation

- -» -
vector o { @)e Thus

S(aj -3 (+ala

-» -
The nerturkatiun vector 15 asscoiatoz with a moment matrix U (a_",‘

(As mentioncd in Chaptcr 2 the numbor of =lements in thz sigral

.

+ . ' >
vector 3 (a) is considored to Le cgual to the numbor of clements
- . - - . .
in X. The matrix Y (@) is thercfore also a K x X symmetrical

- 4,9
matrix.) Sincz o (@)  is gaussien we con write down

AT e e e it




irmediat:ly

-1
- 5 - +t ALt - M B T
o /3) =0(3) v e - 3 K-35 (D). [0+ T (D) [P- % G
(Eq. 23)
K Y -+ __%

with 0 (2) = (27) 3. [Det (ﬁ + U g))J

We can split equation 25 up into a product of the following two

components:
+> .
(1) the U (a) dependent tarm
= s -
c1=D(a)sxp-% —;tL—f’u'*U(E)J X and
- -+ -
(2) the U (a) and 50 (a) dependznt tarm
+t at S Pl S A -- 1
c, = exp [\/ 351 (Sl NE LI +ra.u(a) j ; ED (3

If the encsrgy in the signal perturbation componcnt tonds to zero, the
first term will tend to a constant whercas ths szcond £2nd to

exp z with (s2e Fig. 7 and =guation 11)

2 T S Lt 4
= - 1 . )
z=v -So(u) ‘So(a)-u-so(&:

We see that 2z contains the correlaticn tzrm betwsen the obszrvazion

as it appzars at thz ocutput of the noiss dependent procsssor and thz
-+ .,

avarage signal 3, (a). If, however, the mean signal tands ta zero

-+ -+
we must work with the first term. ‘hen the 2lements of U (o) are

35
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-
small comeared to the zlements of ¥ i.e. for small insut signal-io-

noise ratios, we can writc

-
C. =D en)%ct.lJ(a) .V
1 n
with
- K » -1 -
Dn=(2ﬂ') z (Dt &) = axp - & :t J;

4 pa) -+ .
The exponent v>-. U ( %, . v can be shown to be =zquivalent to the

outrut of an optimum cnergy detector szarching for noisa-iike

. I3 * * . 3
zignals from a targ—st with narametzrs o. This situation rsorzsants
onz2 of extreme signal distortion. As would be sxpectad from tha

assumption of a gaussian 3ignal perturbaticn vactor oquaticn 2 shows

that the statistical xnowladge reguired abcut the signals is the l

o

twean ths

{

- -+ .
average value so (<1) and the sscond ordsr moments b
<+ .
elements of the signal perturbation vsctor u (). Thase quantities

; -
must be known as functions of th~ target carametcr g

The second 3p2cial case to bz studizd ralatcs to ths situation whors

the standard deviation of

+t o+, +t . a IR
z=vr. s (8) k. 35 (e as . 807

is much smaller than unity such that 2z itself is almest always,
small compared to unity. %e can then usz the First three terms of a
hl

: 2 -+ 4, e\ ’ . .
power seriss exgansion to represent pr X / S (g;) J of =zguation .2
I8

and obtain shen tzrms involving third and higher ordzr signal moments
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are discarded

-+, 2t 4 1 »t - > -
o(R /3 =0, v, [ 2 (R)-235(3) . 8. 2 (B

- =
vo [P0 (D) L T2 @ 2 ()P (€. 27)

Since we have discarded all terms involving signal moments higher
than thoe second, the processor is again describhed in terms of first

and second order signal moments.

A large amount of present-day research on th~? acoustic propagation
properties of the ocean relates to the study of the averags signals
and the second order time-space moments of ths perturbationlcomponents
of signals transmitted over direct, surface-reflected and
bottom-reflscted paths. The relations between these signal comgonents
and the physical properties of the ocean and its bcundarizs ars of
primary importance in such studies. It should be noted that such
studies, although already very complex, are not complets since the
real sonar situation involves the transmission of signal energy

to and from a complex extended reflector. The information reguir:ed
about the medium and térgets to obtain the quantities ;; (3) and

]j (; ) on which the signal-dependent processor depends can bs
related to the target-medium impulse responses introduced in

Chapter 2. Speaking in terms of analogue waveforms rather than
sampled waveforms the average signal recocived on the i'th

; : =¥ .
hydroghecn= from a target with parameter 4 in resconss te a
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transmitted signal s{t) is
w
FENCERNE Ty s{h.u.t, 2} s (6= 1) 2 an
i i = i

(E3. 28"

The avearage signal is seen tc debend upon the function
- -
gi(Tvtra-)=E{hi(T’ t, Q)}

introduced in chapter 2 and referrad to in Fig. 3b and 4. A
tyrical element of the signal pzrturtaticn matrix E?( a) will be
the average cross-product betwsen thz perturbaticn signals réceiv:d
on hydrcphones 1 and J at times t1 and t2. (Note that t{ 2
t? specify positions within a ping interVal.) Thus writing

u (i, 6l t1, tZ) for the matrix 21zment

u (i: Js t1v t2) =E {[Si (t1: 3 ’ ri) '(’51 {h ' Pi)>]




whara

-+ -+
(:‘i e, o, r'i>= E{si (t, QA ri)} and

t-3)=5{ri s 5 o) . T (rorie, 3)}

21

We see that thz matrix elements depend upon the correlation function

-+
913(71, ™5 tq, ta; a) between the random components of the impulss

responses. In Chapter 2 we assumed tho targrmt-medium impuise responses
to be statiomarv random functions of time t. The corrslation function

will then only depend upnon the time differznce t2 - t1. Finally, if
- -
Di and pj are the position vectors of the i'th and i'th

hydrophones relative to the receiver refersnce point we can writs the

time-space corrzlation function betwsen two impulse responses

- -+ N
st RECEN ) =H(Di.aj;T

1!
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6. CONCLUSICNDS

Thz task of an active sonar systam is %o survey an oczan area in the sens2
of reporting uron the movements of targzts contering this aresa. The

output of ths systom is dscisions about what is ccnsiaered to be the true
target situation in the surveysd arsa. The decisicns are based upon
measurcments obtainaed from the acoustic signals rsceived on the hydrochonzs
of the r=zceiving array. Ue definz a "measurement” to be a suitablz fini:c:
dimznsional roorezzntaticn of the acoustic waveforms reccivsd in one ting
intarval, Apart from thz acoustic transmission oronsrtizs of the ocran
and thz rzflscting propzrtics of the targzts, the charact:ristids of Eh=
mzasur=mz2nts d=pand upon th2 fransmittad signal, the array geomatry and
the signal rarrzssntaticon choson, 3ill of which are under thz control of
the systzm dosignor.

We consideor the optimum structure of a sonar recciver from the hydrozhones
to thz input tzminal of the decision-making dzavice for a givan mzasuring
scheme i.z. for a given tranzcmitted sigrnal, array gzometry and signal
represcntation, o nots that the comolementary problem of deciding uncen
the measuring schzm= which will give optimum systsm cerformance for a

glven szt of performancz critoria is fFar more complax.,

-
J
@]
2]
[t]
o
o]
Q

y saramatars which influcnce the eche signals recsived from

N
cr

i

)

d

0]

[N

targets in response to a tranmDn ignal., 3ome of thess r=latz to the

e

movamants and structurcs of targzts and somc to the acoustic crocagation

3

orcrertizs of the aczar and thz reflecting ~repertics of its boundarias.
A sonar systom is designed to provide infeocrmation cn scme of these

parametors, usually thcose directly connacted with the decisions. Tre
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remaining properties ar ted as randem parameters from the point of
view of the sonar rcceiver, which must be constructed so as to be

optimum in the aversge sense against thase unknown paramecters. Generally
speaking system performance and complexity goes up with the numker of

paramstars includ=zd among the sz2arch carametzrs of a sonar receivsr,

Target acho signals are always rzcsived in the aresence of interfuring
noises. The most important sources of noise are ambient noise,'
revarberations ana flow noise. The interfering noise field, which at

best may be stationary and unknown, will generally exhibit variaticns with
time. In situations involving varyving and strongly non-isotropic ncis:
finlds considerable improvements in processing gain and system -erfcrrmanca
may b2 obtained by the application of adaptive procassing techniguas. 2
consider the application of such techniguss to slowly varying gaussian
ambient noise fields. They are in principle also applicabl=z to the
roverbaration field from a stationary sonar platform, although with
considerable increase in system complaxity, and to flow and cavitaticno
ncise Tields which remain stationary over time intzrvals long =nough ta.
permit adaptation, The adaptivs processor for gaussian noiss dernends

only upon second order noise moments, Gaussian-equivalent subcctimum

adaptive systems may bs designed upon the secand crder moments of amy

non-gaussian noises fi=zld,

It was mentioned above that the family of echo signals apgearing at th:
hydrophones of a sonar systom depend on a large number of parameters
relating to the characteristics of the targzts and thz ocean. The zcho
signals arc dascribed in tsrms of somz of these paramstors, the

"search carameters', thz ramaining ones bzing treats? as random paramctors,
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Thus for zach sat of valuss of the "search parametars" thers exists an
ensemble of possible =cho signals and the corresponding receiver channel
must be optimum in the average sense against this signal ensembls., A
practical useful Formulation for the average receiver channel can only be
obtained for some simple cases, e.g. when the echo signals consist of
gaussian amplitude perturbations on some mean signal or when the input
signal-to—noise ratio is low enough to permit a description of the
channel in terms of first and second order signal moments. The
description of th= receiver chann=1l for these cases contains terms
indicating a cross-correlaticn between tha received waveforms and ths

mean signal, and energy detsction of the signal perturbation comocanant,
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